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University of Cambridge and Microsoft Research

Deep enggements across computer science, engineering, health and life sciences
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Funded70 PhD students at the
University of Cambridge (since 2004
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ProjectinnerEyeAl for Cancer
treatment with University ofCambrige
and Addenbrookes being deployed on
Azure for patientsg just won £0.5M
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https://nam06.safelinks.protection.outlook.com/?url=https%3A%2F%2Fwww.hdruk.ac.uk%2Fnews%2Fhdr-uks-team-of-the-year-award-2020%2F&data=04%7C01%7Cmarkmcm%40microsoft.com%7C50aaf41eca5b45c9124108d93bcbf3da%7C72f988bf86f141af91ab2d7cd011db47%7C1%7C0%7C637606569415083142%7CUnknown%7CTWFpbGZsb3d8eyJWIjoiMC4wLjAwMDAiLCJQIjoiV2luMzIiLCJBTiI6Ik1haWwiLCJXVCI6Mn0%3D%7C1000&sdata=BInDg6ICXMET6WERHSLdKqdYAySfFSSA1YHJn%2BIlGA4%3D&reserved=0
https://nam06.safelinks.protection.outlook.com/?url=https%3A%2F%2Fwww.cuh.nhs.uk%2Fnews%2Fcambridge-award-winners-in-ai-innovation%2F&data=04%7C01%7Cmarkmcm%40microsoft.com%7C50aaf41eca5b45c9124108d93bcbf3da%7C72f988bf86f141af91ab2d7cd011db47%7C1%7C0%7C637606569415073146%7CUnknown%7CTWFpbGZsb3d8eyJWIjoiMC4wLjAwMDAiLCJQIjoiV2luMzIiLCJBTiI6Ik1haWwiLCJXVCI6Mn0%3D%7C1000&sdata=t8M6Nejzb9%2FBf0NHVKeRsNanPVgmkty%2FMUGTnqM8h68%3D&reserved=0
https://nam06.safelinks.protection.outlook.com/?url=http%3A%2F%2Fwww.eng.cam.ac.uk%2Fnews%2Fuk-government-backs-university-cambridge-and-microsoft-mission-build-better-ai&data=04%7C01%7Cmarkmcm%40microsoft.com%7C50aaf41eca5b45c9124108d93bcbf3da%7C72f988bf86f141af91ab2d7cd011db47%7C1%7C0%7C637606569415073146%7CUnknown%7CTWFpbGZsb3d8eyJWIjoiMC4wLjAwMDAiLCJQIjoiV2luMzIiLCJBTiI6Ik1haWwiLCJXVCI6Mn0%3D%7C1000&sdata=%2B9XQL9DMyloGDBKuT1XH4Rtc3j%2FEXN0OhUnrdv0JkpI%3D&reserved=0
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A secure foundation
at global scale
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Microsolt Data Center
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Addressing IT for Research challenges

Customer Challenges

Less than 50% of IT budget is spent
through Central IT Services

Requests from Academics and Research can
take 3-6 months+ to procure and deploy

Research and Academic IT departmental
environments typically lack governance

Researchers and Academics spend too
much time procuring and building IT
environments

Researchers often need short term access
to expensive Research environments

Centralise IT Budget spend for Research

On demand & Self Serviceenvironment
with virtually unlimited capacity

Centrally managed environment with
Governance framework included

Central on demand services provide almost
immediate access to required environment

Agile environment that provides required
services for the time needed. No CAPEX,
Only charged for actual usage

Reduce costs (economies of scale)
Increase efficiency
Less time on procurement

Central IT able to service Research
requirements immediately

Central IT able to fully support Research
environments
Compliant Research

More time for actual research
Agile Research environment
Faster publication

No CAPEX requirement

Only charged for actual use

Research Funding for IT can be held until
required.



Research Benefits

A Agile environment

A Rapid access to services

A Flexible d resources adapt to project
A Access to Cognitive Services

A Cash Flow

A Enhanced security and compliance
A Industry Accreditations (ISO, NHS etc)
A Increased research capacity

A Quicker to publication

A Sustainability

A Access to new innovations, sooner
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MEWCASTLE UNNERSITY

Petascale Cloud Supercomputing for
Terapixel Visualization of a Digital Twin

Nicolas S. Holliman, Member IEEE Computer Society, Manu Antony,
James Charlton, Stephen Dowsland, Philip James and Mark Turmer

Abstract— Backgnound—Pholo-realisic terapoel visualizaton s compulaonaly mtensiee and o date there have been no
Objective—our aims are: crealing a scalabée cloud supercomputer software architecture for visualization: a phofo-realistic
terapixal 30 vwisualization of urban loT dala supporiing daily updales; a ngoous avaluaiion of cowud supercompuling for our
application. Meathod—\We migraled the Blender Cycles palh fracer o the public dowd within a new software framework designed
to scake o petaFLOP perdformance. Resultls—we demonsirate we can compule a terapixel visualization in under one hour, the
sysiem scaling at 98% efficiency 1o use 1024 public doud GPU nodes delivering 14 pelaFLOPS. The resulting terapixel mage
supports interactive browsing of the city and s data al a wide range of sensing scales . Conclusion—The GPU compule
resounce available in the cloud s grealer than anything available on owr naional supercompulers providing access o globally
compealitive resources. The direcl financal cosl of access, compared o procuring and running these systems, was low. The
indirect cost, in overcoming teething isswes with cdoud software development. should reduce significantly owver Gme_

Index Terms—Data Visualization, Internet of Things, Scalability, Supercompulers
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https://arxiv.org/ftp/arxiv/papers/1902/1902.04820.pdf
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