CUDN™ Update 2016

- Bob Franklin <rcf34@cam.ac.uk>
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Effect of UIS restructuring

UCS Network Division has become UIS Networks and remained largely
unchanged

* Has inherited responsibility for the ACN (Administrative Computing
Network — the UAS network run by MIS) and staff — current plans include:

* Refresh edge equipment
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~*» Absorb backbone into CUDN (probably using MPLS service)
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UDN Developments




Second Janet connection
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Janet link configuration

* Most traffic goes in and out of the primary link:
* All non-NATed global addresses
* |Pvb

 Multicast (IPv4 and IPv6) — usually
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anet link utilisation

Primary @ ~4-9/20Gb Secondary @ 2-3/20Gb
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Multipathing

« Traffic used to be carefully steered to use most links on the CUDN:

e |nstitution < Janet traffic via one core

e UCS servers < Janet + Institutions; Institution < Institution via the other

« Traffic now takes all paths:
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Multipath inbound
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Multipath between Insts

NAT routers
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Upgraded data centre

| oty of Comtrags mrmanion services s |
Server Network

Phase 2A upgrade
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DNS service upgrade

e Servers were 3x Sun Solaris boxes each doing authoritative/
recursive — 2x active, 1x standby for manual failover / upgrades

 Upgraded February 2015 to:
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VPN service replacement

* December 2014 introduced new VPN Service
» Based on open source VPN software running on Linux hardware
e Support built-in clients on common OSs
* Uses same Network Access loken as eduroam
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UDN Upgrade 2016
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Upgrade philosophy

e "Tick-tock" process — decouple equipment upgrades from
topology changes

* Replace equipment in same configuration — can deal with
problems with equipment and purchase equipment to resolve
Issues based on experience of running the network

. Change topology usmg same equment — resolve |ssues W|th
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Current equipment

 Based on Cisco Catalyst 6506/6509

* Qriginally bought in 2004
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~* Minor refresh in 2010 (E-series chassis, new
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New border routers

- Cisco Catalyst 6880-X

Bought in May 2015

Based on Catalyst 6807-XL,
Supervisor 2T with 16x 10GE
port line card

First installed during flooding
incident in July 2015 at
secondary location

Second installed in November
2015 to replace flood-damaged
unit at primary location



Data centre routers/switches

- Cisco Nexus 7010, Nexus 56128Ps
and Nexus 2Ks

Replaces Catalyst 6509-Es and
Extreme Summit X460s
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Bought in February 2015, deployed
March 2015 (WCDC room level),
August 2015 (core level) and January
2016 (RNB room level)
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Cisco platform designed specifically for
data centre deployments
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40Gbit/s to CUDN; 80Gbit/s to each
location (all active)

Moved from CNH to WCDC (+ RNB)



New core/distribution routers

Cisco Catalyst 6807-XL

o Ordered April 2016; expecting
delivery May 2016

« Will be installing during
summer vacation 2016
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sSupervisor 6T

Catalyst 6800 Supervisor 6T
“CPU” of the router
Brand new

2x 40GE ports for uplinks to
core routers (eventually)

8x 10GE ports for institutional
or other connections

1x In the distribution routers:
2X INn the core routers



32-port 10GE cards

C6800-32P10G line cards

32x 10GE SFP+ ports; also
support 1GE connections

Used for institutional
connections

Local distributed forwarding
module to iImprove
performance

Consistent module across all
routers — simplifies spares



Backbone lInks

* Initially will run the core<sdistribution links at the

same 10Gbit/s speed

» Late 2016 will be upgrading to 40Gbit/s using
40GE links on the Supervisor 6T
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PoP Upgrade 2016-17




Current PoP equipment

e Cisco Catalyst 3560G-24PS switches with
RPS-2300 redundant power unit

e 24x 1G

~* Bought in early 2008 as preparation for the VolP

= RJ-45 ports w/ Po
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Current PoP Issues

« Some 10GE customers: all getting bespoke service and need
to justity need due to limited capacity — 10GE upgrade
requests now common

* Even if general load is under 1Gbit/s, peaks can result in
occasional packet loss
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New PoPS

e Will commence procurement during summer 2016, whilst
the backbone rollout is In progress

A number of options (1G and 10GE) depending on
bandwidth requirements of the end institution

e _I_nst'itu_tion_swill be _requ_ired_ to confirm__their_ c__hoj_che
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Other PoP developments

 RPS expected to be integrated into the switch

 UPS will be optional

« BGP will be priced lower to reflect the lack of a
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Split PoPs

* Expect to be able to offer two PoP switches split across sites but
functioning as a single logical switch — LACP, same VLANS, etc.

Gives physical redundancy (location and hardware)
o Uplift in price will be:

 Additional switch hardware
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Sp\it PoP arrangement

NAT routers
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Split PoP arrangement

2x 10GE PoP

LACP groups and/or —_——< interconnects
use STP to build T ‘

(HHA 1 (preferably diverse)

redundant topologies [T TEITl  Must not break!
iInvolving the PoP — well Ik




PoP choices (likely)

Model

1GE

10GE

Multiple
10GE

BGP 1GE

BGP 10GE

Uplinks

2x 1GE

2x 10GE

2x 10GE

2x 1GE

2x 10GE

10GE 1GE
downlinks | downlinks

Multiple (~20x)
RJ-45 PoE+

Multiple (~20x)

2X SFP+ RJ-45 POE +

Multiple (~8x)
SFP+

Single PoP

Split PoP

£3,400
(+ £700)

£7.500
(+ £1,600)

£7,000
(+ £1,400)







